1. Introduction

Visual saliency prediction in computer vision aims at estimating the locations in an image that attract the attention of humans. A saliency map is a heatmap that represents the probability of each corresponding pixel in the image to capture human attention. These saliency maps have been used as soft-attention guides for other computer vision tasks, and also directly for user studies in fields like marketing.

This paper explores adversarial training [2] for visual saliency prediction. The discriminator distinguishes between samples from the true data distribution and samples produced by the generator. In our case, this data distribution corresponds to pairs of real images and their corresponding visual saliency maps.

We show how adversarial training significantly benefits a wide range of visual saliency metrics, without needing to specify a tailored loss function. Our results achieve state-of-the-art performance with a simple deep convolutional network whose parameters are refined with a discriminator.

2. Architecture

The architecture of the presented SalGAN is based on two deep convolutional neural network (DCNN) modules, namely the generator and discriminator, whose combined efforts aim at predicting a visual saliency map for a given input image.

The generator follows an encoder-decoder architecture, where the encoder part includes max pooling layers that decrease the size of the feature maps, while the decoder part uses upsampling layers followed by convolutional filters to construct an output that is the same resolution as the input.

The discriminator network is composed of six $3 \times 3$ kernel convolutions interspersed with three pooling layers ($\downarrow 2$), and followed by three fully connected layers.

3. Training

The filter weights in SalGAN have been trained over a perceptual loss [5] resulting from combining a content and adversarial loss. The content loss follows a classic approach in which the predicted saliency map is pixel-wise compared with the corresponding one from the ground truth. The adversarial loss depends of the real/synthetic prediction of the discriminator over the generated saliency map.

Generative adversarial networks (GANs) [2] are commonly used to generate images with realistic statistical properties. In our context, the objective is to fit a deterministic function that generates realistic saliency values from images,
We therefore include both the image and the saliency map as inputs to the discriminator. When updating the parameters of the generator function, we found that combining BCE loss and adversarial loss improved the stability and convergence rate of the adversarial training.

The final loss function for the generator during adversarial training can be formulated as:

$$\mathcal{L}_{GAN} = \alpha \cdot \mathcal{L}_{BCE} - \log D(I, \hat{S}), \quad (1)$$

where $D(I, \hat{S})$ is the probability of fooling the discriminator, so that the loss associated to the generator will grow more when the chances of fooling the discriminator are lower. $\mathcal{L}_{BCE}$ is the average of the individual binary cross entropies across all pixels. In our experiments, we used an hyperparameter of $\alpha = 0.05$. During the training of the discriminator, no content loss is available and the sign of the adversarial term is switched.

We train the networks on the SALICON training set. During the adversarial training, we alternate the training of the generator and discriminator after each iteration.

### 4. Experiments

The presented SalGAN model for visual saliency prediction was assessed and compared from different perspectives. First, the gain of the adversarial training is measured and discussed. Second, the performance of SalGAN is compared to other published works of the current state-of-the-art.

The experiments aimed at finding the best configuration for SalGAN were run using the train and validation partitions of the SALICON dataset [4], which is the largest dataset available for visual saliency prediction. In addition to SALICON, we also present results on MIT300, the benchmark with the largest amount of submissions.

Table 1 compares validation set accuracy metrics for training with combined GAN and BCE loss versus a BCE alone. The combined GAN/BCE loss shows substantial improvements over BCE for four of five metrics.

<table>
<thead>
<tr>
<th></th>
<th>sAUC↑</th>
<th>AUC-B↑</th>
<th>NSS↑</th>
<th>CC↑</th>
<th>IG↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCE</td>
<td>0.757</td>
<td>0.833</td>
<td>2.580</td>
<td>0.772</td>
<td>1.067</td>
</tr>
<tr>
<td>GAN</td>
<td>0.773</td>
<td>0.859</td>
<td>2.560</td>
<td>0.786</td>
<td>1.243</td>
</tr>
</tbody>
</table>

Table 1: Best results through epochs obtained with non-adversarial (BCE) and adversarial (GAN) training. Saliency maps assessed on SALICON validation.

### 5. Conclusions

In this work we have shown how adversarial training over a deep convolutional neural network can achieve state-of-the-art performance with a simple encoder-decoder architecture. Our experiments showed that adversarial training improved all bar one saliency metric when compared to further training on cross entropy alone. It is worth pointing out that although we use a VGG-16 based encoder-decoder model as the generator in this paper, the proposed GAN training approach is generic and could be applied to improve the performance of other deep saliency models.

Our results can be reproduced with the source code and trained models available at https://imatge-upc.github.io/saliency-salgan-2017/.
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