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Abstract

We propose a multitask learning approach to jointly train a low-dimensional representation and the corresponding classifiers which scales to high-dimensional image descriptors, such as the Fisher Vector, and consistently outperforms the current state of the art on the SUN397 scene classification benchmark with varying amounts of training data.

1. Introduction

The underlying idea of multitask learning is that learning tasks jointly is better than learning each task individually. In particular, if only a few training examples are available for each task, sharing a jointly trained representation improves classification performance. While there has been significant progress in the area of multitask learning [1, 4, 7], most of the proposed methods do not scale well to very large feature dimensions. In this work we propose a new scalable formulation of multitask representation learning. It jointly learns a linear mapping into a lower dimensional subspace which is then used to build the classifiers for each class. The resulting optimization problem is given below:

$$\min_{U \in \mathbb{R}^{d \times k}} \frac{1}{T} \sum_{t=1}^{T} \min_{w_t \in \mathbb{R}^k} P_{U,t}(w_t) + \frac{\mu}{2} \|U\|_F^2, \quad (1)$$

where the objective for task $t$ given a fixed $U$ is

$$P_{U,t}(w_t) = \frac{1}{n} \sum_{i=1}^{n} [1 - y_{ti} \langle w_t, U^T x_i \rangle]_+ + \frac{\lambda}{2} \|w_t\|_2^2,$$

and $\lambda > 0$, $\mu > 0$ are the regularization parameters.

The inner problems are standard independent one-vs-all SVMs trained in a lower dimensional subspace which is determined by the matrix $U$. The latter is learned jointly for all tasks which facilitates knowledge transfer and is of particular interest when the amount of training examples per task is limited and at least some of the tasks are related.

To solve the optimization problem (1), we alternate between optimizing each $w_t$ given a fixed $U$ and then optimizing $U$ given fixed $w_t$'s. Each of these two subproblems is convex and is solved via an appropriate adaptation of SDCA. Since the overall problem (1) is not convex, we use, as the initial matrix $U^{(0)}$, a matrix of stacked predictors $\hat{w}_i$ trained on the original features $x_i$ in the standard single task learning regime. The latter also serves as a baseline (STL-SDCA) for the proposed method (MTL-SDCA).

2. Multitask Representation Learning

This section briefly introduces the proposed framework, which is described in more detail in [5]. We begin with some notation. Let $\{(x_i, y_{ti}) : 1 \leq t \leq T, 1 \leq i \leq n\}$ be the input/output pairs of the multitask learning problem, where $x_i \in \mathbb{R}^d$, $y_{ti} \in \{-1, 1\}$, $T$ is the number of tasks, and $n$ is the number of training examples per task. The setting we have in mind is that the feature space is high dimensional, which is quite common in computer vision problems, e.g. one has $d \geq 10^5$ with the Fisher Vector encoding [8].

In the proposed multitask representation learning framework we learn a matrix $U$ in $\mathbb{R}^{d \times k}$ with $k \ll d$ which is used to map the original features $x_i$ into a lower dimensional subspace via $U^T x_i$. The linear predictors $w_t$ are also trained in the subspace $\mathbb{R}^k$ and operate on the lower dimensional representation. The latter is learned jointly for each task, sharing a jointly trained representation improves classification performance. While there has been significant progress in the area of multitask learning [1, 4, 7], most of the proposed methods do not scale well to very large feature dimensions.

3. SUN397 Experiments

This section reports our main experimental results on SUN397 [11] which is a challenging scene classification benchmark containing over 100K images of 397 categories. All source code including the scripts for running experiments as well as implementation of the STL-SDCA and MTL-SDCA solvers can be found at our website.

We follow the protocol of Xiao et al. [11] and use 5, 10, 20, and 50 images per class for training and 50 images per class for testing. Our feature extraction pipeline follows the one described in [8] and uses SIFT [6] as well as Local Color Statistic (LCS) [2] as the low-level image descriptors.
The features are further fine tuned (different PCA processing, $\ell_2$- and power-normalization, see [5]) which allows our STL-SDCA baseline to outperform the results of [8].

Table 1 indicates superiority of a learned representation that is shared across multiple classes. MTL-SDCA is consistently better for every training subset and both choices of image descriptors. Furthermore, the Fisher Vector has consistently better for every training subset and both choices that is shared across all classes and thus allows to leverage existing inter-class correlations. The proposed multitask learning method is not tied to a particular choice of features and can be applied with other image descriptors than the ones used in this work.
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Figure 1: Mean top-$K$ accuracy (%) and standard deviation across 10 splits on the SUN397 dataset. The number of guesses $K$ is varied between 1 and 20. Human performance is based on predictions of AMT workers provided by [11].

4. Conclusion

We proposed a novel multitask representation learning scheme that scales to high-dimensional image descriptors. The principle idea is to jointly learn a low dimensional representation that is shared across all classes and thus allows to leverage existing inter-class correlations. The proposed multitask learning method is not tied to a particular choice of features and can be applied with other image descriptors than the ones used in this work.
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