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Abstract

Our work focuses on different aspects of image repre-
sentations as related to a variety of scene understanding
tasks. We are interested in simple patch based representa-
tions as basic primitives and the role of semantic context as
provided by different datasets. In our work, we have pur-
sued a nonparametric approach for semantic parsing [5]
which uses small patches and simple gradient, color and
location features. We demonstrate the value of relevance
of different features channels by learning a locally adap-
tive distance metric and the effect of feedback in terms of
semantic context, which greatly improves the performance,
achieving state of the art results on different semantic pars-
ing datasets. Here we report on an additional utility of the
proposed representation for scene categorization on a sub-
set of the scene attributes dataset introduced in [4].

1. Introduction
With the increasing sizes of datasets and an increasing

number of labels, the use of nonparametric approaches have
shown notable success in semantic segmentation [7, 2].
They are appealing as they can utilize efficient approxi-
mate nearest neighbour search techniques e.g. k-d trees
in nonparametric approaches like the k-nearest neighbour
(k-NN) method. The issues of basic representations for se-
mantic parsing still remain open. The state of the art ap-
proaches typically aggregate often complex image statistics
over large regions yielding a rich set of features [7]. On
the other hand, the recent insurgence of deep learning ap-
proaches shifts the focus from feature engineering towards
unsupervised learning of basic image representations [3].

The work of [5] demonstrates a nonparametric approach
for semantic parsing using small patches with simple fea-
tures (gradient orientation histograms, color and location).
While locally the aforementioned patches are highly am-
biguous, it showed that learning the relevance of individual
feature channels and the use of semantic context for near-
est neighbor retrieval can achieve state of the art results on

the task of semantic segmentation. In this paper, we further
illustrate the utility of semantic context captured by a pro-
posed semantic label descriptor for scene classification on a
subset of the SUN-attribute dataset [4].

2. Semantic Segmentation
We formulate the semantic labelling of an image

segmented into small watershed superpixels and compute
gradient distribution (SIFT descriptor at superpixel cen-
troid), color mean over pixels of the superpixel in Lab space
and the location of the superpixel centroid. Initially when
computing the superpixel likelihoods using k-NN method,
we utilize a subset of images which are similar to the query
image. We use three global image features for the dataset:
(i) GIST, (ii) spatial pyramid of quantized SIFT and (iii)
rgb-color histograms. Images in the training set are ranked
in ascending order of individual global feature distances
and the aggregate over individual feature ranks is used to
select a subset of images. This subset of images serves as
the source of image annotations to label the query image.
It helps discard images which are dissimilar to the query
image and provides a scene-level context. To compute
the label likelihoods, we use a weighted k-NN method
by adopting the locally adaptive metric approach of [1]
for the weight computation. The initial labelling for the
superpixels is obtained by inference in a Markov Random
Field (MRF) where the data term is label likelihoods based
on k-NN and the smoothness term combines Potts model
(constant penalty) with a color difference based term. This
is denoted WKNN-MRF in the experiments section.

Refined Retrieval Set The semantic labelling of an image
provides a cue about the presence and absence of categories
of different categories in the image. To summarize the ini-
tial semantic labeling, we aggregate the semantic informa-
tion into a semantic label descriptor which captures seman-
tic similarity of different images. The descriptor aggregates
the evidence about presence of semantic labels in a manner
similar to spatial pyramid and is described in detail in [5].

Each image of the training set is labelled by leave-one-
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out-classification using the WKNN-MRF method. The re-
sultant semantic image labelling is used to generate its cor-
responding semantic label descriptor. Similarily, for the
query view, we generate its labelling and corresponding
semantic label descriptor. We generate a ranking of the
training set images based on the semantic label descrip-
tor distance between them and the query. This ranking is
combined with previously computed global image feature
rankings (which used GIST, spatial pyramid over quantized
SIFT and color histograms) to generate a refined retrieval
set. This refined retrieval set is now used to label the query
image. This method is denoted WAKNN-MRF in the ex-
periments section. An overview of the system is provided
in Figure 1.
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Figure 1. An overview of our semantic parsing approach.

3. Experiments

Semantic Segmentation For evaluating the performance of
our semantic labelling method, experiments are performed
on the SiftFlow and SUN09 datasets. The criterion for eval-
uation is the per pixel accuracy (percentage of pixels cor-
rectly labelled) and per class accuracy (the average of se-
mantic category accuracies).

Dataset and System Per-Pixel Per-Class
SiftFlow
Tighe et al. [7] 77.0 30.1
Eigen et al. [2] 77.1 32.5
WKNN-MRF 77.2 29.3
WAKNN-MRF 79.2 33.8
SUN09
[6] CascALE Expert 49.3 16.7
[6] CascALE Sharing 52.8 15.2

WKNN-MRF 49.5 8.7
WAKNN-MRF 53.1 12.1

Table 1. Semantic labelling performance on SiftFlow and SUN09

Table 1 reports our performance on these datasets. On
the SiftFlow dataset, our WKNN-MRF method performs
on a comparable level with the other methods. After the
use of semantic context to obtain a refined retrieval set,
our system achieves the best performance. On the SUN09
dataset, the use of semantic context helped obtain an
improvement of 3.6%. In comparison to [6], we perform

better on per-pixel accuracy but trail on per-class accuracy.

Scene Classification Our experiments for using the seman-
tic label descriptor for scene classification are performed
on a subset of the SUN-Attribute dataset [4]. The attribute
dataset has 717 scene categories with 20 images for each
of them and we select a subset of categories from this. We
choose all the scene categories whose occurrences in the
SUN09 dataset exceeded 20. Using this criteria, we ob-
tained a set of 40 scene categories. We use the WKNN-
MRF method to label the images of these categories in
the attribute dataset where the the training set is composed
of the images corresponding to these scene categories in
SUN09 dataset. We compute semantic label descriptors
from the resultant labelling and use them to train scene clas-
sification SVMs. The SVMs are trained by selecting half of
the 20 images for a scene category with the rest used for
testing. The results are displayed in Table 2.

Descriptor Classification Accuracy
Semantic label descriptor 30.25
Ground truth attributes 50.75
Combination 62.5

Table 2. Scene classification on subset of SUN-Attribute. The set
of ground truth attributes was modified to remove all attributes
which are in common with the semantic categories of SUN09.
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