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Abstract

In this paper, we propose a novel topic model that as-
sesses the spatial coherence between neighboring regions;
it classifies the boundary attributes as well as the re-
gion attributes. Our region and boundary integrated topic
model(RABIT-Model) describes the spatial relationships
among superpixels by assigning topics to not only regions
but also to the boundaries between them. Conventional
models, on the other hand, deal with each superpixel inde-
pendently and ignore spatial consistency among neighbor-
ing regions. RABIT-Model achieves accurate object seg-
mentation and, simultaneously, can classify the attributes
of the boundaries of object areas. Image segmentation ex-
periments show that RABIT-Model provides better results
than the conventional region-wise topic model. On a geo-
metric context dataset, RABIT-Model achieves layout esti-
mation with over 80% accuracy without any supervision in
spite of the various appearances present in the dataset.

1. Introduction
Object recognition and image segmentation are funda-

mental problems in computer vision. Many recent studies
have attempted to solve these two problems in combina-
tion to estimate what and where objects are in an image.
In particular, interest in topic models as a probabilistic ap-
proach for total image understanding has been increasing.
Spatial Latent Topic Model, (Spatial-LTM)[3] proposed by
Cao et al. assigns topics to over-segmented tiny regions of
the image, and achieves concurrent object recognition and
image segmentation by an unsupervised scheme that uses
topic models. However, in Spatial-LTM, the regions are
dealt with independently, though image features between
regions or along boundaries are effectively used in other
work on image segmentation. Successful approaches in-
clude object region extraction using textural variation along
object boundary [1]. In our research, we propose a new la-
tent factor for boundaries and evaluate the connectivity of
neighboring regions by the use of boundary topics. Adding
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Figure 1. Graphical model of RABIT-Model

topics to boundaries enables us not only to classify the at-
tributes of boundaries but also to enhance region-wise ob-
ject recognition. We assume that the attributes of bound-
aries are related to the relationship between the neighboring
regions; examples include the contour of an object and the
boundary within an object. Using semantically-consistent
boundaries improves image segmentation accuracy.

2. RABIT-Model
Because Spatial-LTM handles superpixels indepen-

dently, the topics are estimated without regard to the spa-
tial consistency among neighboring regions. Zhao modified
the Spatial-LTM model to include MRF with a cost param-
eter; the idea was to consider the difference in topics be-
tween neighboring superpixels[6], however, their method is
likely to collapse small regions because topic differences
have constant costs regardless of the boundary. We have
proposed a model of latent topics in which topics are related
to the boundaries of regions. It is reasonable to assume that
attributes can be ascribed to object boundaries such as con-
tours, ridges, and occlusion boundaries. We consider those
attributes of the boundaries as topics.

Figure 1 shows graphical models of Spatial-LTM [3] and
our RABIT-Model. Parameter T stands for region topic,
and parameter U for boundary topic. Boundary topic U
is assigned to each neighboring pair of superpixels; it is
related to both neighboring region topics. In this figure,
neighboring region topic corresponding to each boundary
topic is indicated by a dashed line circle. Topic T for the re-
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gion is generated from θ, the distribution of the topic across
the whole image. Global feature x(g) and local feature x(l)

obtained from the superpixels are generated from T and
φ(g),φ(l). Topic U for the boundary is generated from the
combination of topics of the paired regions, and parame-
ter ξ. Global feature y(g) and local feature y(l) along the
boundary are generated from U , T and η(g),η(l). The pa-
rameters for the distribution of visual words in the topics
represented by φ(g),φ(l),η(g) and η(l) are generated from
the Dirichlet distributions defined, respectively, by parame-
ters φ̃(g), φ̃(l), η̃(g) and η̃(l).

While Spatial-LTM relates region topics only to region
features, RABIT-Model also relates them to boundary top-
ics and boundary features. The topics of a boundary indi-
cate the change from the topics in one region to those in the
neighboring region. Estimating the topics of a region and
those of its boundary simultaneously improves the spatial
consistency between the regions of an image.

To extract image features, we adopt Liu’s segmentation
method [5] for superpixel division, then extract SIFT and
Geometric Blur for local features and extract color and
gradient histogram for global features. The parameters of
RABIT-Model are inferred by collapsed Gibbs sampling.

3. Experimental result
We conducted two experiments using different datasets

to evaluate the effectiveness of RABIT-Model.
For an experiment on extracting the areas of objects and

the topics assigned to them, we used the Weizmann Horse
Dataset [2], which includes 327 horse images. We extracted
topics from all images by RABIT-Model without any su-
pervision, and compared the results to those of some con-
ventional topic models. Figure 2(a) shows some illustrative
examples that demonstrate the advances made by RABIT-
Model. Unlike spatial-LTM, which deals with superpixels
independently and is likely to separate segmented regions,
RABIT-Model can extract connected fine regions. Table 1
shows the quantitative result of segmentation accuracy (the
ratio of pixels labeled accurately).

Table 1. Segmentation accuracy for horse dataset
RABIT-Model Spatial-LTM TRF

Accuracy 87.9% 79.6% 75.4%

To evaluate the applicability of our model to scene lay-
out understanding, we used the Geometric Context Dataset
[4], which consists of 300 landscape images. We extracted
3 topics from each image and confirmed that the 3 region
topics matched the expected topics of “support”, “vertical”
and “sky”. Figure 2(b) shows some examples of estimation
results. The region labels of “support”, “vertical” and “sky”
are indicated by red, green and blue, respectively. Table 2
shows the quantitative results of surface layout estimation.
Our model achieves clearly better results because it identi-
fies which boundary features are indicative of regions with
different topics and which are indicative of regions with the
same topic. This yields spatially consistent segmentation
even for images with complicated textures.

Table 2. Segmentation accuracy for geometric context dataset
RABIT-Model Spatial-LTM TRF

Accuracy 80.1% 70.4% 50.2%

4. Conclusion
We introduced RABIT-Model, a novel topic model

that simultaneously classify regions and boundaries, and
demonstrated its superior performance on unsupervised ob-
ject segmentation and unsupervised scene layout under-
standing.
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(a) Horse Dataset                                                        blue : horse

(b) Geometric Context Dataset                                   red : support           green : vertical            blue : sky

Figure 2. Segmentation results of horse dataset and geometric context dataset


